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Abstract—Volumetric data abounds in medical imaging and other fields. With the improved imaging quality and the increased
resolution, volumetric datasets are getting so large that the existing tools have become inadequate for processing and analyzing the
data. Here we consider the problem of computing tetrahedral meshes to represent large volumetric datasets with labeled multiple
materials, which are often encountered in medical imaging or microscopy optical slice tomography. Such tetrahedral meshes are a
more compact and expressive geometric representation so are in demand for efficient visualization and simulation of the data, which
are impossible if the original large volumetric data are used directly due to the large memory requirement. Existing methods for
meshing volumetric data are not scalable for handling large datasets due to their sheer demand on excessively large run-time memory
or failure to produce a tet-mesh that preserves the multi-material structure of the original volumetric data. In this paper we propose a
novel approach, called Marching Windows, that uses a moving window and a disk-swap strategy to reduce the run-time memory
footprint, devise a new scheme that guarantees to preserve the topological structure of the original dataset, and adopt an error-guided
optimization technique to improve both geometric approximation error and mesh quality. Extensive experiments show that our method
is capable of processing very large volumetric datasets beyond the capability of the existing methods and producing tetrahedral
meshes of high quality.

Index Terms—large volumetric data, multiple material, marching windows, mesh simplification, topology guarantee.

✦

1 INTRODUCTION

Precise 3D imaging, such as CT, MRI, or electron mi-
croscopy, is increasingly used in medicine, science, and
engineering, producing extremely large 3D high-resolution
volumetric data that contain multiple materials with rich
delicate structural details. For example, Fig. 1 shows a 3D
image of dimension 1024×1024×100 with 400 distinct ma-
terial labels, and this is just a small part of an EM (Electron
Microscopy) scanned connectome data set. The sheer large
size of such data in the voxel format precludes efficient
visualization analysis and simulation of such 3D image
data. In this paper, we address this challenge by developing
a pipeline for converting large-scale volumetric data into
a compact tetrahedral mesh that preserves the structural
detail of the data, which would facilitate the visualization,
analysis, and simulation of large-scale volumetric data.

Meshing a large volumetric data set is a challenging
problem. For example, directly triangulating the volumet-
ric data in Fig. 1 into a tetrahedral mesh by connecting
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neighboring vertices would require around 420 GB of mem-
ory, making it impossible to load the mesh into memory
for visualization or simulation. Therefore, when meshing
volumetric data, it is imperative to produce a compact
mesh representation that is storage-efficient and to minimize
memory footprints during computation so that the mesh
can be computed on a common computing platform. In
addition, large-scale volumetric data, especially those in
medical imaging, contain numerous complex regions of dif-
ferent materials, such as axons and dendrites. These intricate
and non-manifold features form a complex topology that
is critical in imaging analysis. Hence, generating compact
tetrahedral meshes from such imaging data, which can
be viewed as a simplification procedure, must accurately
represent the boundary surfaces of different regions and
faithfully preserve the topological features of these regions.

To recap, the problem of computing a tetrahedral mesh
to represent a large-scale volumetric imaging data set with
labelled multiple materials needs to meet the following
requirements:

1) Mesh size: the output tet-mesh should be compact so
can be used readily for visualization, analysis, and
simulation;

2) Memory footprint: given the large size of the volumetric
data, the algorithm needs to be memory-friendly, using
a sufficiently small memory foot-print that so it can run
on a general computer;

3) Structure preservation: the output mesh needs to pre-
serve the structure of the regions of multiple materials
contained in the original volumetric data;

4) Boundary approximation: the mesh needs to accurately
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Fig. 1. (a) A part of 3D volumetric connectome data containing 400 re-
gions of distinct material. The data has the resolution 1024×1024×400.
(b) One 2D slice of the imaging data in (a) of resolution 1024×1024,
revealing numerous details and features. A slender feature is shown in
red. Some feature lines and points are shown in close-up.

approximate the boundary surfaces of different regions;
5) Mesh quality: the quality of the tet-mesh elements needs

to be as high as possible, as required for accurate and
robust simulation.

We propose a memory-efficient and scalable method,
called Marching Windows, for converting large-scale volu-
metric data with numerous regions of multiple materials
into a compact, feature-preserving, and high-quality tetrahe-
dral mesh. By compact, we mean that our generated meshes
are much coarser than the original mesh, with usually less
than 1% of vertices. Our result meshes are tet-meshes which
are composed of tetrahedra that only intersect at bound-
ary elements of lower dimensions (vertices, edges, triangle
faces). They are commonly used by offering a good compro-
mise between simplicity of mesh generation, generality, the
ability to conform to complex geometries and numerics [1].

Marching Windows does not need to load the entire
volumetric data into memory for processing. Instead, it
uses a marching window for local mesh generation and a
disk-swap scheme for I/O management. As a result, it is
capable of processing arbitrarily large volumetric data while
requiring only a moderate amount of runtime memory. For
example, for the dataset shown in Fig. 1, Marching Windows
converts it into a high-quality tet mesh using only 1.2
GB runtime memory, with a window of size 40×40×40.
Marching Windows is also topologically faithful and geo-
metrically accurate. The connectivity within a region of the
same material and the boundary surfaces between different
regions are guaranteed to be preserved (see Figs. 16, 17, 18,
and 19 ). Furthermore, Marching Windows produces high-
quality mesh elements (see Sec. 6 for comparison).

The Marching Windows method is enabled by the follow-
ing key design considerations. Firstly, we use a marching
window for local mesh generation and a disk-swap scheme
to accommodate large-scale volumetric data. As shown in
Fig. 2, we sequentially process fixed-size data bounded in
the marching window without compromising the quality
of generated meshes. To this end, we designed a specific
marching strategy that moves the window by half the win-
dow size and fixes the vertices on the boundary at each
step. In addition, as the working window proceeds, we
swap out the inactive data to the disk of external storage

and swap in new active data to memory. In comparison, as
will be reviewed in Sec. 2, existing direct mesh generation
methods generally have to load the entire dataset at once, so
would be limited by the available computational resources.
In addition, the naive method of cutting the data into small
blocks and processing one block at a time would lead to
degraded mesh quality due to the arbitrary boundary cut.

Secondly, we reduce the size of the initial dense mesh
induced by the voxel grid through iterative edge contraction
and introduce effective criteria to ensure topology correct-
ness. In comparison, the widely used Delaunay refinement
methods [2], [3], [4] for quality mesh generation have diffi-
culty in preserving intricate topology and geometric details
(see Fig. 17, 18, and 19). Similar issues arise for particle-
based mesh generation [5], which samples more densely at
feature regions to reduce topological and geometric errors
but without guarantees.

Finally, the Marching Windows algorithm generates high-
quality tetrahedral meshes by selectively contracting edges
to improve mesh quality. The simplification is also con-
strained by density variation (Sec. 5.4) to achieve smooth
gradation of mesh elements. After simplification, we fur-
ther apply the constrained Optimal Delaunay Triangulation
(CODT) with constrained boundary faces for several itera-
tions to improve mesh quality [6], [7], [8], [9]. As a result, the
resulting mesh quality is comparable to more sophisticated
meshing methods where they are applicable (Sec. 6.3).

In summary, Marching Windows is the first mesh-
generation method that handles very large volumetric
datasets with multiple labeled materials. It runs on modest
and easily accessible computational resources, and produces
high-quality meshes that preserve the connectivity topology
and accurately approximate the boundary surfaces of the
input volumetric data. Data and Code for Marching Windows
will be available at the project webpage1.

2 RELATED WORK

There are many works on generating 3D tetrahedral meshes
from volumetric data; here we review those most relevant
to our problem: meshing volumetric data with multiple
materials. According to the general methodology taken,
we broadly divide the related works into three categories,
i.e., Delaunay-based methods, variational methods, lattice-
based methods, and mesh simplification methods.

2.1 Delaunay-based Methods
Delaunay refinement [2], [3], [4] is able to generate high-
quality meshes via repeatedly inserting points and build-
ing Delaunay triangulation after each insertion. For multi-
material data, it demands extra effort to preserve the feature
lines and surfaces between different materials. Conforming
or constrained Delaunay refinement are generally used to
handle the feature constraints [10], [11], [12], [13], [14], [15],
which require the specification of feature lines as input. [16],
[17] use protective balls around the features edges during
the refinement process. However, small features like isolated
voxels do not have feature lines and can be missed by
refinement.

1. https://w-h-zhang.github.io/projects/marching windows/mw.html

https://w-h-zhang.github.io/projects/marching_windows/mw.html
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Fig. 2. Overview of the pipeline. Following the marching windows approach (Sec. 4), inside each window, (a) we first generate an initial mesh from
the bounded input image stack (Sec. 5.1), (b) then simplify it to reduce data size and produce a quality mesh with geometric fidelity (Sec. 5.2, 5.3,
and 5.4), and (c) apply CODT iterations to further improve the mesh quality (Sec. 5.5). Both simplification and CODT optimization are guaranteed
to preserve material subdomain topology. We show cut-off views of the tetrahedral meshes to better illustrate the mesh improvements.

In contrast, our simplification-based approach always
preserves the features and surfaces between materials by
topology filtering, ensuring topology correctness and keep-
ing geometric fidelity while promoting mesh quality during
simplification.

2.2 Variational Methods

Starting from an initial triangulation, variational methods
optimize the triangulation by moving vertices and updating
the connectivity of vertices, guided by minimizing objective
functions that measure the mesh quality and constrained by
necessary boundary conditions. Many geometric measures
have been proposed for objective functions [18]. Among
them, the methods based on centroidal Voronoi tessella-
tion [19], [20] and optimal Delaunay triangulation (ODT) [6],
[7], [8], [9] have been proved effective for generating meshes
of higher quality than other methods. The problem with
these methods is that the collective vertex and connection
update are non-local and therefore computationally expen-
sive, which would be unacceptable for large-scale data. We
also use the effective ODT method to improve mesh quality,
but only after the mesh is simplified significantly. Only a few
iterations of ODT applied to the coarse mesh of reasonably
good quality are sufficient to give us a final mesh of high
quality.

While most variational methods mesh a single material
homogeneous volume, Meyer et al. [5] focus on multi-
material meshing. They use a variational particle-based
method to first generate a good meshing of the surfaces
between materials and then construct a tetrahedral mesh
within each material region using constrained Delaunay
refinement. To properly sample the surfaces with an appro-
priate number of particles, they rely on a sizing field defined
by local feature size [21] which involves the computation
of the medial axis of the material regions. Computing the
medial axis is a non-local process that not only takes much
time but also requires loading a complete material region
at once, which is computationally infeasible for very large-
scale data sets. Also, [5] uses pre-processing to remove
very thin regions of the data so that the particle-based
optimization could work properly. However, this alters the
geometric details and topology of the input data, which
is critical for downstream tasks like medical analysis. In

comparison, our method requires no such complex pre-
processing, ensures correct topology, preserves geometric
details, and can process datasets of a very large scale.

2.3 Lattice-based Methods
Bronson et al. [1] describe a meshing algorithm for gener-
ating tetrahedral meshes for multi-material domains. They
rely on a regular background lattice that is subdivided (or
cleaved) to conform to the material boundaries. The out-
put meshes approximately conform to interfaces between
materials and have high-quality tetrahedral elements with
guaranteed fidelity to sufficiently large features. However,
it could not deal with large-scale datasets like Mito, as it
needs to compute on the whole mesh but loading the large
datasets entirely into memory is hardly feasible.

2.4 Mesh Simplification Methods
Mesh simplification methods usually start with a dense
mesh and gradually remove vertices from the mesh ac-
cording to certain criteria. Therefore, it is suitable to use
simplification in our solution, while we design novel criteria
to preserve the complicated details and features in the final
coarse mesh.

Many simplification algorithms [22], [23], [24], [25] have
been developed for simplifying triangular surface meshes.
The basic ideas of tetrahedral mesh simplification are sim-
ilar [26], [27], [28], [29], [30]; these works can be divided
into several categories: vertex clustering, vertex decima-
tion, and edge contraction. The quadric error metric (QEM)
method [24] is the most prevailing algorithm in this category
due to its simplicity and superior efficiency. Over the years,
numerous works have improved and extended QEM [31],
[32], [33], [34], [35], [36]. Our approach is based on edge
contraction with a customized error metric similar to QEM
to achieve the goal of generating high-fidelity surfaces and
high-quality mesh elements simultaneously; see Sec. 5 for
details.

Moore et. al [37] present a simplification-based method
to reconstruct surface models from multi-material volumet-
ric data. To compare, our method generates tetrahedral
meshes that contain surface models, and achieves high mesh
quality and topology correctness in a simpler manner. For
example, [37] adds quality control to QEM through a scale-
invariant quality metric, to evaluate the triangle quality
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according to the area and edge length. However, the tra-
ditional QEM cannot simplify flat surfaces since costs there
are always zero. Therefore, [37] perturbs planes specifically
by adding small random noise. In contrast, our error metric
combines QEM with an extended error matrix (Sec. 5.2) that
measures element quality, so we can simplify flat surfaces
and volume consistently and obtain quality results.

Faraj et al. [38] solve the remeshing of multi-material
tetrahedral meshes by iterative applications of local op-
erations, including edge split/collapse, face flipping, and
vertex smoothing, that are adapted to preserve the material
subdomains. While their overall paradigm shares similar-
ity with our simplification-based approach, we focus on
processing large-scale data that is challenging for their
remesher [38] but handled with ease by our Marching Win-
dows approach (Table 2). Moreover, we note that their topo-
logical filtering is more restricted than our criteria (Fig. 9).

Vivodtzev et. al [39] also aim to simplify the tetrahedral
meshes while preserving the feature substructure topology.
They extend link conditions [40] to multiple-material feature
complexes to check if an edge can be collapsed without
changing feature topology. The correctness of the extended
link conditions for multi-material simplification is proved
in [41]. However, similar to MAD [38], the conditions are
sufficient for preserving the volume topology but not nec-
essary, as they are designed to focus on keeping the topol-
ogy of the embedded surfaces instead of the subdomains
volumes. For example, as shown in Fig. 9, the edge v0v1is
not collapsible with their method2, while it can be handled
properly with our algorithm.

2.5 Distributed Mesh Generation
Distributed mesh generation methods [42], [43], [44], [45]
aim to generate large-size meshes with distributed and
parallel computational resources. They usually start with
an initial coarse mesh and then decompose the geometry
into multiple sub-geometries, the meshing of which are
dispatched to multiple computational units. Thus, these
works are often more focused on mesh partitioning, load
balancing, and partition boundary mesh face matching. Our
method avoids these challenges by processing the data
sequentially with our memory-disk swapping scheme. Be-
sides, it is difficult for these methods to generate coarse
meshes first with very large-scale and complex data like
Mito [46], while our method does not build an initial coarse
mesh and can easily process large datasets sequentially.

3 OVERVIEW

Fig. 2 shows the pipeline of our fast mesh generation algo-
rithm for large-scale multi-material volumetric data. Given
a volumetric input data consisting of a series of 2D sections,
our algorithm adopts marching windows to process the data
blocks sequentially (Sec. 4). Within each window, the mesh
generation consists of three steps:

1) generate an initial tetrahedral mesh by subdividing the
input voxels (Sec. 5.1);

2. Precisely, Lk0v0 ∩ Lk0v1 ̸= Lk0v0v1 due to the existence of the
bottom right vertex v3 in Fig. 9(a).
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Fig. 3. Window marching strategy illustration. (a) 2D illustration of the
window marching steps, with (b) mesh generation in each window. (c)
When moving one step along the x axis in 3D, the marching boundary
of the x axis will be included in the new window and simplified. (d) The
window moves along y axis when it reaches the end of x axis. (e) The
window moves along z axis when it reaches the end of y axis.

2) simplify the mesh while capturing both the labeled
volumetric regions and the surfaces between them with
topology guarantee, quality control, and density varia-
tion (Sec. 5.2, 5.3, and 5.4);

3) further improve the quality of the simplified tetrahe-
dron mesh with constrained ODT iterations (Sec. 5.5).

Section 4 focuses on the window marching strategy and the
memory-storage swapping method, while Section 5 presents
our mesh simplification and optimization algorithms within
each window. We comprehensively evaluate the proposed
method in Section 6 and conclude the paper in Section 7.

4 SCALABLE PROCESSING BY Marching Win-
dows
Traditional algorithms usually require data to be entirely
loaded into memory before processing, which becomes im-
practical when handling very large-scale data (see Fig. 1 and
Table 1). Therefore, we adopt a marching windows strategy to
solve this challenge: we locally generate a small part of the
mesh at a time; as the window ranges over the entire data
volume, a compact mesh is generated while the memory
cost is upper-bounded by the size of the window. To ensure
that the generated meshes within different windows are
consistent, the marching process overlaps windows with
special care; to swap in and out the data blocks for memory
saving, we use on-demand data management. We present
the details of the process next.

4.1 Window Marching Strategy

Assuming that the volumetric data has an axis-aligned box
shape in 3D space, the marching windows move along the
x, y, z axes sequentially, advancing for half of the window’s
side length for the corresponding axis at each step. For
example, for a volume data of size X×Y×Z and a window



JOURNAL OF LATEX CLASS FILES, VOL. *, NO. *, DEC 2021 5

(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n) (o) (p)

Buffered data

in memory

Data load 

from disk

Raw volume 

data unprocessed
Data 

Processing

Data swapped 

out to disk

Raw volume data 

load from disk

Fig. 4. Memory-disk data swapping. After processing in each window,
the program will swap out some of the data to the disk and swap in
new data to the memory accordingly. (a)-(h) The moving routes along
x, y, z axes, respectively. (i)-(p) The data source for each window. Note
that each window below corresponds to the processing window(in pink)
above respectively.

size W×H×D, where W,H,D are even numbers, there are
⌈ 2XW ⌉×⌈

2Y
H ⌉×⌈

2Z
D ⌉ steps in the process.

The meshing inside a window must be carried out in
such a manner that the elements are conforming across the
windows. To achieve this target, first, the newly included
voxels inside a window are subdivided into tetrahedra in
two alternating ways depending on the parity of the global
voxel index (see Fig. 5). We call the mesh inside the window
at step t as active mesh and denote it as Mt = (Vt,Σt),
where Σt = {σj = (vj1, vj2, vj3, vj4) ⊂ Vt} is the set of
tetrahedra intersected by the current window, and Vt is
the corresponding active vertex set. Then, we maintain a
set of boundary elements that are constrained during the
simplification and optimization of Mt, and only process
them when they become interior elements in later steps. To
be specific, the constrained elements are the tetrahedra in
Σt which are touched or crossed by the window boundaries
(excluding the data volume boundaries); the vertices of
these constrained tetrahedra are skipped by simplification
and optimization (Sec. 5), while the mesh is processed into
M ′

t = (V ′
t ⊂ Vt,Σ

′
t) and saved as a part of the final result.

Fig. 3 illustrates the moving routes of Marching Windows in
3D and the constrained boundary elements in 2D.

4.2 Memory-Disk Data Swapping
We limit memory usage during the process by a memory-
disk swapping method based on the smallest data manage-
ment unit, a data block of 1

8 size of the marching window,
as shown in Fig. 4. After the simplification procedure within
each window, we divide that window into eight data blocks.
The association of processed data blocks and their mesh
elements is maintained by a table mapping the blocks to
their contained tetrahedra. In particular, the data blocks are
identified by their global positions inside the whole data
volume. The mesh vertices are identified by their global
indices as voxel corners. Each tetrahedron is identified by
its four vertices stored into the entry of the data block that
intersects it.

After processing in each window, the processed data
blocks are either cached in memory if it appears in the next
window, or swapped out to disk to save memory. It will be
swapped into memory later if it becomes part of the active

(a) (b)

Fig. 5. Generating the initial mesh from the multiple labeled volumetric
data. (a)The input data with the constructed cubes (the top one) and the
input data with the constructed mesh (the bottom one). (b) Dividing a
cube into tetrahedra. The cubes are divided into 5 tetrahedra with two
different ways. Adjacent cubes use the methods in (b) respectively so
that the interfaces of cubes are consistent.

window again. We move to the next window by combining
the cached data and new data from the disk, where the new
data is either raw data or processed data, according to the
position of the active window. See Fig. 4 for an illustration
of the different memory-disk swapping scenarios.

With this swapping strategy, we are able to constrain
the memory usage of the program. Table 2 compares the
maximum memory usages of Marching Windows and of pro-
cessing the entire data set at once, and shows that memory
usage is drastically reduced by our method.

5 MESH GENERATION WITHIN A WINDOW

Within each window, we apply a fast mesh generation
process that produces high quality elements in one pass.
In particular, we adopt a mesh simplification plus optimiza-
tion method, with designs that guarantee the topology and
preserve the geometry of the multi-material subdomains.

5.1 Mesh Initialization
For each raw data block, we can construct a high-resolution
initial mesh to capture all the details present in the data. To
be specific, each voxel of the input volumetric data is sub-
divided into 5 tetrahedra, as shown in Fig. 5; two adjacent
cubes are subdivided in ways that are symmetric by reflec-
tion so that the interface between them is consistent. The
material of a tetrahedron is derived from its original voxel.
A triangle face is a surface separating two subdomains
if it is adjacent to two tetrahedra with different material
labels. Note that this simple mesh construction method is
favorable than traditional methods like Marching Cubes
[47] and Marching Tetrahedra [48], as they are nontrivial
to extend to multi-material data without possibly missing
detailed features.

The simplification-based method allows us to start with
a high-resolution initial tetrahedral mesh to obtain a more
compact mesh, while emphasizing the mesh quality and
preserving the topology and geometry of the material sub-
domains. To this end, we apply edge collapsing filters to
ensure the topology correctness of simplified mesh, and
utilize an extended error metric of the classic Quadratic
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Error Minimization (QEM) method [24], [33] to preserve the
subdomain geometry. We also achieve smooth grading of
tetrahedra by target edge variance control.

To adapt the simplification process for complicated
multi-material data, we modulate the process to achieve the
following targets:

1) the topology of material subdomains should be strictly
preserved;

2) the shapes of subdomains described by their boundary
surfaces should be well preserved;

3) the mesh elements should be of high quality.

5.2 QEM Driven Simplification

The key issue of mesh simplification is to determine the
order of contracting the mesh edges. Following the QEM
framework, every vertex v is associated with a quadratic
form xTQvx, where the variable x = (x0, x1, x2, 1)

T ∈ R4

is a homogeneous coordinate vector, and Qv is a symmetric
4×4 matrix. In each iteration of the simplification, a set
of collapsible edges are filtered by structural validity con-
straints; the collapsible edges are then evaluated for geo-
metric errors, with the error metric of an edge vivj derived
from its two endpoints as minx x

T (Qi +Qj)x, where the
minimization has a closed form solution due to the positive
definiteness of Q; the minimum error edge e∗ = vpvq is
then collapsed by merging for example vq into vp, replacing
the references of vq to vp for the tetrahedra containing vq ,
updating vp as the optimal solution x∗ of the error metric,
and assigning Qp ← Qp +Qq for later error evaluation.

The QEM framework has been proposed with a variety
of quadratic errors, including the traditional error measur-
ing the sum of squared distances of a vertex to the planes of
its supporting triangles [24], and also a Euclidean distance
error measuring the sum of squared distances of a vertex
to the data points associated to the vertex [33]. In our
algorithm, we combine these two types of quadratic errors
to measure both the approximation to the interfaces and the
quality of mesh elements. To be specific, for a surface vertex
v we define the surface error quadratic form matrix as

Qs
v =

∑
∆j∼v

gjg
T
j , (1)

where ∆j is the j-th interface triangle neighboring v, and gj

is a 4-dimensional vector representing the triangle’s plane
equation coefficients, i.e., gT

j x = 0 is the plane equation
containing the triangle and the first three components of gj

form the unit normal vector of the plane. The element qual-
ity error term is defined as xTQd

vx = ∥x − ṽ∥2, with ṽ the
homogeneous coordinates of the vertex position; therefore,

Qd
v =

(
I −v
−vT ∥v∥2

)
, (2)

where I is the 3×3 identity matrix. The total quadratic error
matrix for a surface vertex (order > 1) is Qs

v+Qd
v ; an interior

vertex instead only has the element quality error term Qd
v .

5.3 Multi-Material Topology Preservation

The topology of each material subdomain is a fundamental
feature of the complex data sets, and should be preserved
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(a)

Fig. 6. Illustration of simple cases filtered by our algorithm. Depicted is a
background material (blue box) containing an inner block as an isolated
region. We omit meshes of the background material for simplicity. (a)
Case 1: both vertices are inner vertices, e = v5v6; Case 2: one vertex is
inner vertex and the other one is boundary vertex, e = v6v8; Case 3.a:
order of the edge is smaller than both endpoint vertices e = v4v7.

strictly by meshing. However, unfiltered edge collapses
in the dense mesh simplification process may introduce
arbitrary topology changes. In this section, we present al-
gorithms to restrict feasible edge collapses and preserve
the subdomain topologies. In particular, similar to [38], we
classify the boundary elements and interior elements, and
filter out obvious violations of topology by type checking.
In addition, for complex scenarios around the boundary
regions that cannot be determined by type checking, we
further use the dual simplicial complex [49], [50] to track
and guarantee the topology preservation.

5.3.1 Element types
First, we define the order of a mesh element (vertex, edge,
face) as the number of distinct materials of its adjacent
tetrahedra. Based on the notion of order, we further define
the following types.

• Inner face, edge, and vertex have order 1.
• Boundary face: We define two kinds of boundary faces

here. Material boundary face is a face that is adjacent to
two tetrahedra of different labels and has order 2, e.g.
face v0v1v2 in Fig. 6. Volume boundary face is a face that
is on the boundary of the volume of the data, which
has order 1. We use the term boundary faces to denote
the union of the two kinds of faces in the following
description.

• Boundary edge is an edge of a boundary face, either
material boundary face or volume boundary face. A
boundary edge of a material boundary face has order
≥ 2, e.g., edge v0v1 in Fig. 6. While a boundary edge of
a volume boundary face could have order 1.

• Boundary vertex is an endpoint of a boundary edge. If
the boundary vertex is on a boundary edge of a material
boundary face, it has order ≥ 2, e.g. vertex v0 in Fig. 6.
Otherwise, it has the order of 1.

5.3.2 Dual graph
Following [49], [50], each primal tetrahedron has a dual
vertex, each primal face has a dual edge, each primal edge has
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(a) (b)

(c) (d)
Fig. 7. Illustration of dual edges and faces. (a) The blue dotted line
illustrates the material-dual edge of the face. (b) The face surrounded
by the four blue dotted lines illustrates the material-dual face of the
edge. Here each blue dotted line represents a material-dual edge of the
corresponding face. (c) and (d) illustrate domain-dual edge and domain-
dual face, respectively.

a dual face, and each primal vertex has a dual polyhedron. To
handle multiple materials, here we define the material-dual
elements only for primal tetrahedra of the same material,
i.e., the dual vertices forming the dual edges and faces must
correspond to primal tetrahedra of the same label, as shown
in Fig. 7. Intuitively, the dual edges and faces ensure that a
primal tetrahedron is connected to other tetrahedra in the
subdomain, thus providing a measurement of subdomain
topology. Precisely for each subdomain, the nerve theorem
states that the dual graph is homotopy equivalent to the
primal tetrahedral mesh [49].

Additionally, to preserve domain boundary, we define
domain-dual edges and faces. For a primal face on the
boundary of the domain, it is assumed to have a domain-
dual edge, that connects the dual vertex of its only adjacent
tetrahedron with a virtual tetrahedron outside the domain
(Fig. 7(c)). Similarly, if all the tetrahedra around an edge on
the boundary are of the same material, we assume it has a
domain-dual face (Fig. 7(d)).

Both material-dual and domain-dual edges and faces are
used to restrict simplification from breaking the homotopy
of input data. Unless necessary, in the following discussions
we do not explicitly specify the two kinds of dual connec-
tions (material- and domain-).

5.3.3 Edge collapse filtering algorithm

Given an edge e = vpvq , we check whether collapsing it
will change subdomain topology by matching it with the
following cases:

• Case 1. If both vertices are inner vertices, the edge e is
able to collapse, as edge v5v6 in Fig. 6. The contraction
position is determined by QEM.

• Case 2. If one vertex is inner vertex and the other one is
boundary vertex, the edge e is able to collapse, e.g. edge
v6v8 in Fig. 6. The contraction position is the position
of the boundary vertex.

• Case 3. If both vertices are boundary ones:
– Case 3.a Check edge order: if it is smaller than both

vertex orders, the edge e is not able to collapse, e.g.
edge v4v7 in Fig. 6.

– Case 3.b Visit each tetrahedron σ∼e adjacent to e,
and check whether any dual connections (if exist)
through the two remaining faces of σ will be cut by
contraction; if cut off, the edge is not collapsible. If
no dual connection exists for the remaining faces of
every σ, the component is in isolation and the edge
is not collapsible. Otherwise, the edge can collapse.
See Fig. 8 for an illustration. The contraction position
will follow the vertex with higher order; if they have
equal orders, QEM determines the position.

We note that cases 1 and 2 are straightforward type checking
that specifies how the inner vertices can be collapsed and
snapped to boundary to preserve the boundary shape. Case
3.a intuitively allows for boundary vertex collapse only
when the edge is also a boundary, which prevents snapping
of two vertices on different boundary surfaces but allows
for the simplification of feature curves met by multiple
subdomains. Illustrations are given in Fig. 6.

The case 3.b is the most complex and uses the dual graph
to check for feasibility. However, at its center is the preser-
vation of the dual graph connection. While case 3.b gives
a conceptual description, we further present the computa-
tional details that implement the rule in Alg. 1. Note that in
the implementation we have checked that, if the subdomain
is isolated around the edge and would disappear due to
collapse, the edge would be skipped. In addition, to ensure
that subdomains in contact with data cube boundaries do
not lose their connection during simplification, we specially
mark the boundary faces as always having domain-dual
edges. This essentially guarantees that the connections on
the data volume boundary are preserved.

Theorem. The edge collapse filtering algorithm preserves subdo-
main topology in terms of homotopy equivalence.

Proof: Cases 1 and 2 do not change sub-domain topology
because of the existence of inner vertex. Case 3.a only pre-
vents edge collapse and does not change topology. Case 3.b
preserves dual connections by construction. According to
the nerve theorem [49], the dual connections are homotopy
equivalent to the primal local tetrahedral mesh. We there-
fore have the homotopy equivalence between tetrahedral
patches before and after the collapse, bridged by the dual
connections.

Remark 1. While the type checking is similar to [38],
by using the dual graph for topology measurement, we are
capable of dealing with cases where [38] fails to proceed,
e.g., the red edges in Fig. 9: as v0, v1 and v2 are boundary
vertices but the face v0v1v2 is an inner face, the edge v0v1
is prohibited to collapse by [38], while in our algorithm, we
find that the edge is not critical in sub-domain topology
preservation, because each adjacent tetrahedron has dual
connections that the collapse won’t destroy, so we allow it.
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Fig. 8. Case 3.b examples, trying to collapse v0v1. Colors indicate
different materials. (a) when neither of v0v2v3, v1v2v3, v0v3v4, v1v3v4
has dual edges, the blue component is in isolation and v0v1 is not col-
lapsible. (b) when v0v2v3, v0v3v4 has dual edges, the blue component is
not isolated, but since v0v1v3 has the dual edge and neither does v0v3
nor v1v3 has dual face, v0v1 is not collapsible; otherwise collapsing it
will cut off the connection through v0v1v3. (c) when v1v2v3 and v1v3v4
have dual edges, it is not isolated; furthermore, since v0v1v3 has dual
edge and v1v3 has dual face, v0v1 is collapsible.

𝑣0
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𝑣2
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(a) Original Mesh (b) MAD (c) Our method

Fig. 9. An example which violates the topology filter of [38] and can be
handled by our approach without restriction. The red edges in (a) are
not collapsible by MAD [38], producing the irregular result in (b), while
our method handles them properly, yielding the more compact result in
(c). This shows that our method is more flexible in simplification.

Such cases are indeed important for generating more regular
surfaces by simplification from the initial cubical meshes, as
illustrated in Fig. 9b, 9c.

Remark 2. The edge collapse problem is order-
dependent: even if a sequence of edges can be collapsed, a
shuffling of the sequence may not. Intuitively, for example,
collapse may start from the leaf nodes of a tree-like structure
and eventually remove all branches, but cannot start from
an inner junction. The shrinking of branches of a tree struc-
ture is possible due to the homotopy-equivalence preserving
property of our algorithm; however, significant shrinking is
unlikely due to the large geometric errors caused.

5.3.4 Boundary features
Besides preserving volume subdomain topology, our algo-
rithm also preserves the critical lower dimensional bound-
ary features during simplification. Following [17], [38], [39],
we define the boundary feature elements as lower dimen-
sional elements adjacent to multiple labels representing
shape boundaries between subdomains: (i) 2-features are the
faces with orders larger than 1; (ii) 1-features are the edges
with orders larger than 2; (iii) 0-features are the vertices with
orders larger than 3. Features of these three types form a
cell complex, where each cell consists of consecutive feature
elements of the same order [17], [38], [39]. As can be seen
from Case 3.a, our algorithm preserves the feature complex
by collapsing edges that strictly reside in a cell (1-feature

Algorithm 1: Implementation of Case 3.b.
Input: edge v0v1
Output: if the edge v0v1 is collapsible
isolated = True;
for each tet v0v1vivj ∼ v0v1 do

// Material connection filtering
if v0vivj or v1vivj has material-dual edges then

isolated = False;
if v0v1vj has material-dual edge then

if neither v1vj nor v0vj has material-dual
faces then

return False;
end

end
if v0v1vi has material-dual edge then

if neither v1vi nor v0vi has material-dual
faces then

return False;
end

end
end
// Volume domain connection filtering
if v0v1vj has domain-dual edge then

if neither v1vj nor v0vj has domain-dual faces
then

return False;
end

end
if v0v1vi has domain-dual edge then

if neither v1vi nor v0vi has domain-dual faces
then

return False;
end

end
end
return !isolated;

or 2-feature) of the complex; on the other hand, Cases 1
and 2 involve edges residing off the feature complex and
inside the volume regions, which has no impact on feature
complex either.

5.4 Improving Tetrahedra Regularity

Our strategies on multiple material simplification can pre-
serve features and topology. However, when the number
of vertices is small enough, there may be very few vertices
inside slender features, which will lead to the poor quality of
the tetrahedra. To achieve high simplification rates as well
as high mesh quality, adaptive grading of mesh elements
according to local shape complexity is needed.

A typical approach for adaptive grading is to define
a density field by local feature size [21] and distribute
the vertices accordingly [7]. However, the computation of
local feature size involves loading the entire dataset into
memory and computing the medial axes globally, which is
prohibitive for large-scale data.

We propose an online and local measurement, normal-
ized edge length variance, to simulate the adaptive gradation
induced by the local feature size. To be specific, the nor-
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Fig. 10. Comparison of gradation by density field (left) or normalized
edge length variance (right). (a) is the result of density field with 4.8K
vertices. (b) is the result of normalized edge length variance with 4.8K
vertices. The color coding denotes edge length: red for short edges,
and blue for long edges. With the same number of vertices, (a) and
(b) show similar gradation and distribution of edge lengths. However,
when more aggressive simplification targets are used (1.5K), (d) the
result of normalized edge length variance has 2.3K vertices and avoids
oversimplification, while (c) the result of density field has 1.5K vertices
and worse quality.

malized edge length variance of a tetrahedron σ is defined
as the ratio of edge length variance to the squared average
edge length:

EV (σ) =
1

6ē2

6∑
i=1

(|ei| − ē)2, (3)

where ē is the average edge length of all edges ei in σ, and
|e| measures the edge length of e.

During the simplification process, we use a threshold τe
for normalized edge length variance to control the gradation
of edge length: for an edge e, it is a valid edge for contraction
only if the EV of all tetrahedra adjacent to e are smaller
than τe after contraction. The threshold τe avoids dramatic
changes of edge lengths and achieves smooth gradation in
the simplified mesh.

Fig. 10 shows a comparison of the results computed
by local feature size based density control and by the
normalized edge variance control. For density field control,
we compute the global density field as the inverse of local
feature size, following [7]. The density value is then used to
modulate the priority for simplification:

Q′ = dvQ, (4)

where dv is the density value of the vertex v, Q is the
quadratic error matrix (Sec. 5.2), and Q′ is the modulated
metric. As expected, a larger density value causes a larger
quadratic error and in turn a lower priority in simplification.
As shown in Fig. 10, given the same number of target
vertices, we can see that the results of density field control
and normalized edge length variance control are similar.

TABLE 1
Basic information of datasets. Many of the datasets we used are very

large-scale and complicated.

Dataset Source Volume Sizes #Vertex # Materials

Spine MRI 545× 171× 171 15.23M 19
Teeth MRI 305× 237× 227 15.84M 30
Chest CT 512× 512× 438 109.96M 24

Kidney CT 512× 512× 611 160.17M 3
Mito EM 2048× 2048× 1000 4202.6M 24547

5.5 Mesh Optimization by Constrained ODT

After simplification within each window, we strive to fur-
ther improve the mesh quality by the constrained ODT
(CODT) iterations that optimize both vertex distribution
and mesh connectivity simultaneously. Though CODT op-
timization is a time-consuming operation for large-scale
meshes, applying it inside a marching window is fast, as the
small number of vertices reduces the cost significantly. We
compute constrained Delaunay triangulation of the vertices
by TetGen [51], with the surface mesh between materials
constrained. This step is to find the optimal connection of
mesh vertices. Note that as discussed in Sec. 4, we also
fix tetrahedra that are on or cross the window boundary
to ensure consistency across windows.

Table 3 illustrates the statistics of the tetrahedral quality.
It measures the mesh quality with two metrics, the radius
ratio and the percentage of slivers. The radius ratio, defined as
the ratio of radii of the inscribed sphere to the circumscrib-
ing sphere of a tetrahedron, is directly related to the shape
of the tetrahedron [3]. A radius ratio of 1 means a regular
tetrahedron, and a ratio of 0 means a tetrahedron that has
collapsed down to a plane. Here we use the minimum
radius ratio to measure the most poorly shaped tetrahedron
and the average radius ratio to measure the overall mesh
quality. We also use the percentage of slivers to measure the
mesh quality. Slivers are flat tetrahedra with vertices that
are nearly co-planar [52]; we set the radius ratio threshold
of 0.1 for a tetrahedron to be considered silver. From Table 3
we can see that the constrained ODT optimization largely
improves mesh quality.

6 RESULTS AND DISCUSSION

We apply the Marching Windows algorithm on several
scanned real-world datasets provided by [46], [53], [54], [55],
[56]. Their basic information is listed in Table 1. Through
experiments, we show that Marching Windows is capable of
dealing with datasets of very large size within tractable time
and limited memory, while preserving topological and geo-
metrical features and achieving high mesh quality. We also
compare with standard 3D meshing methods like Delaunay
refinement [3], [57] and the multi-material adaptive volume
remesher (MAD) [38] where they are applicable, to explore
the strengths and limitations of different approaches. Specif-
ically, we set the target edge length of MAD the same as the
average edge length of our result mesh for each dataset for a
fair comparison in each experiment. We also set the number
of iterations as 10 and remeshing boundaries as true.
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TABLE 2
Time and memory cost of different datasets, running on an Intel(R) Xeon(R) CPU with 128GB of memory. The iteration number of CODT

optimization is 10, the window size is 40×40×40, and the target edge variance is 10.

Result #V Memory Usage Time Usage

Dataset Delaunay
Refinement MAD Ours Delaunay

Refinement MAD Ours Delaunay
Refinement MAD Ours

Spine 7,813(0.05%) 61,884(0.39%) 69,546 (0.44%) 90 M 44.99 G 0.23 G 21s 1.87h 0.88h
Teeth 10,559(0.06%) 76,589(0.47%) 68,892 (0.42%) 99 M 46.39 G 0.42 G 27s 1.93h 0.93h
Chest 165,663(0.01%) NA* 485,664 (0.42%) 952M NA* 1.18 G 158s NA* 6.7h

Kidney 3,120(0.002%) NA* 646,151 (0.40%) 679M NA* 1.20 G 33s NA* 8.95h
Mito NA* NA* 2,291,769 (0.05%) NA* NA* 122.13 G NA* NA* 306.37h

* We set a memory limit 128G for all the datasets. MAD fails to process Chest, Kidney, and Mito datasets within the memory limits.
Marching Windows processes the Mito dataset within around 1 GB; 122.13G is the space used only for merging the processed blocks
into a single standard mesh data structure, which echoes the extreme complexity of the dataset.

TABLE 3
Tetrahedron quality statistics of datasets with target edge variance of
10. Results show that the CODT applied after simplification generally

improve mesh quality.

W/O CODT W. CODT
Dataset Min/Avg RR Sliver (%) Min/Avg RR Sliver (%)

Spine 3.24e-6/0.49 11.25(%) 2.04e-6/0.58 4.75(%)
Teeth 1.56e-6/0.49 11.28(%) 2.30e-6/0.58 4.83(%)
Chest 1.51e-6/0.48 11.55(%) 1.54e-6/0.57 5.18(%)

Kidney 1.46e-6/0.49 11.32(%) 2.28e-6/0.58 4.90(%)
Mito NA NA 2.32e-8/0.57 3.97(%)

6.1 Scalability
Marching Windows is capable of dealing with datasets of
extremely large size, as it only uses bounded resources
as determined by the window size. In comparison, pre-
vious methods based on mesh simplification [37], [58] or
remeshing [38] cannot deal with extra-large datasets, be-
cause they have to load the whole dataset into memory.
For example, we tested the state-of-the-art MAD [38] with
its CGAL implementation [59] on a server computer with
128GB memory: it can only handle small datasets like Spine
dataset and Teeth dataset, while the other datasets exceed
this scale and cause the out-of-memory error (Table 2). For
the Mito dataset, due to its extremely large size, we increase
the memory limit to 300GB but still find that neither MAD
nor Delaunay refinement can load the data to process it
properly.

6.2 Efficiency
In terms of running time, we show that the efficiency of
Marching Windows can be affected by window size in two
ways. On one hand, with a smaller window size, more time
would be spent on disk IO to swap more blocks; on the other
hand, less time would be spent on simplifying the fewer
elements inside a window. Trade-off details by varying
window sizes can be found in Table 5. Our choice of window
size 40 strikes a balance of IO and window processing such
that the total time is the least on our experimental device.

When comparing with other method, Marching Windows
is more efficient than MAD, but is slower than Delaunay re-
finement (Table 2). However, when taking result quality into
consideration, we find that while both MAD and Marching
Windows preserve the input topology and geometry features,
the Delaunay refinement approach is prone to losing these

TABLE 4
Mesh quality of output meshes with different target edge

variances(TEV), tested on the teeth dataset. Larger target variance
leads to higher simplification ratios and lower mesh quality.

TEV # Verts Min/ Avg Radius Ratio Sliver (%)

3 160,204(0.98%) 1.62e-5/0.69 1.12(%)
5 101,441(0.62%) 6.91e-6/0.65 2.12(%)
10 68,892(0.42%) 2.30e-6/0.58 4.83(%)

important features; see Table 6 and Figs. 17, 18 and 19
for both quantitative and qualitative comparisons. More
discussions are made in Sec. 6.5.

Our efficiency over MAD can be attributed to two fac-
tors. First, our simplification-based scheme is fast and in-
volves only local operations and evaluations of mixed QEM
metric, in contrast to the more costly implicit surface fitting
of MAD for material boundaries. Second, the simplified
vertices are well distributed so that only a few iterations
of constrained ODT are sufficient to produce high-quality
mesh inside each window. In comparison, MAD uses an
ensemble of mesh improvement techniques, e.g. edge split-
ting/collapse, flipping, and vertex smoothing, iteratively to
enhance mesh quality. However, we note that our approach
complements the advanced remeshing of MAD, by deriving
sparse tetrahedral meshes from excessively challenging big
data that can be further improved by MAD.

6.3 Mesh Quality

Marching Windows improves the quality of the generated
meshes by constrained optimal Delaunay triangulation. Ta-
ble 3 shows the tetrahedron quality statistics of each dataset
with CODT and without CODT, respectively. Results show
that CODT can significantly improve the mesh quality of the
generated meshes.

As we use target edge variance to control the mesh
quality and avoid oversimplification, different target vari-
ances correspond to different simplification ratios and mesh
quality, with a smaller target variance leading to denser
simplified meshes and higher quality. For example, Table
4 shows the relationship between target edge variance and
mesh quality and Fig. 15 visualizes them, all tested on the
teeth dataset. We show in Fig. 13 that window size would
also affect the coarseness of the result mesh. However, once
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Fig. 11. Mesh quality of different methods, tested on the teeth dataset.
We show the dihedral angle distribution to illustrate the mesh quality
of the generated meshes. Our result is not as good as MAD but is
comparable to Delaunay refinement.

(a) DR (b) MAD (c) Ours

Fig. 12. Boundary mesh quality of different methods, tested on the teeth
dataset. We show the minimum angle distribution of the boundary faces
to illustrate the quality of generated meshes. Though not as good as
the result mesh of MAD, our result has a comparable quality to that of
Delaunay Refinement.

TABLE 5
Time usage for different window sizes, tested on the teeth dataset. With
a smaller window size, more time would be spent on disk-IO and less

time would be spent on simplification.

Window size IO time Process time Total

100×100×100 72s 3730s 3792s
80×80×80 79s 3574s 3653s
60×60×60 103s 3437s 3540s
40×40×40 156s 3259s 3415s
20×20×20 2815s 3015s 5830s

the window size is large enough to accommodate the TEV
threshold, the coarseness of the result mesh remains stable.

We also show the dihedral angle distribution of results
generated by different methods in Fig. 11. We can see
that although our result quality in terms of dihedral angle
distribution is not as good as MAD which focuses primarily
on mesh quality improvement, it is comparable to that of
Delaunay Refinement. In addition, the surface mesh quality
of region boundaries for different methods have similar
patterns, as shown in Fig. 12. We note that our result mesh
can be used as a good initialization and further improved
by MAD if a very high mesh quality is needed.

6.4 Topology Preservation
Besides the proof of homotopy equivalence in Section 5.3,
for validation, we also randomly picked a material from
a complex dataset, Mito, as it comprises of long slender
features and is fragile under simplification methods. Fig. 14
shows that Marching Windows exactly keeps the topology of
the material subdomain. Fig. 16(d) shows another example
of a challenging material domain preserved.

6.5 Feature Preservation
In this section, we compare in detail the result quality and
fidelity in preserving input features both geometrically and
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Fig. 13. Number of result vertices varies with window sizes. The plots
show that once the window size is large enough with respect to the TEV
threshold, the coarseness of the result mesh remains stable.

(a) (b)

Fig. 14. Topology preservation in terms of homotopy equivalence. (a)
Mesh of a random material before processing. (b) Mesh after pro-
cessing. We use different colors for different connected components.
Such challenging slender material demonstrates that Marching Win-
dows keeps the topology exactly.

topologically for different methods. Quantitatively, Table 6
reports the largest Hausdorff distance among all the result
material components from their corresponding materials
of the input meshes, as well as the change of material
components from input for Delaunay refinement.

As can be seen from Table 6, the most profound issue
with Delaunay refinement is that it may fail in preserving
the topology and detailed geometry features of input data,
especially for the medical imaging data which have very
complex components. As a result, numerous components
can be lost or disconnected, and there can be a large devi-
ation from the input geometry. Figs. 17 and 18 show how
the input topology is changed by Delaunay refinement, and
Fig. 19 highlights some components in the input that are
entirely missed in the result.

When compared with MAD [38] in Hausdorff distance,
our result is also slightly better, mostly because we use a
mixed QEM geometric objective that is locally more robust
than the implicit smooth surface fitting of MAD, which can
be difficult on the slender features.

7 CONCLUSION

We have presented an efficient Marching Windows algorithm
for generating high-quality compact mesh representations
of large-scale volumetric datasets with multiple labeled ma-
terials. Marching Windows is capable of dealing with datasets
of very large size with limited computational resources by
localizing to one window at each step. It also preserves
strictly the subdomain topologies and with high fidelity
the geometric shapes, which is vital as the subtle features
frequently define important characteristics of the data. The
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(a) TEV = 3 (b) TEV = 5 (c) TEV = 10

Fig. 15. Simplification results of the teeth dataset with different target edge variances. (a) With target edge variance of 3, the result keeps around
0.98% of original vertices. (b) With target edge variance of 5, the result keeps around 0.62% of original vertices. (c) With target edge variance of 10,
the result keeps around 0.42% of original vertices. Smaller target edge variance leads to denser output mesh with higher mesh quality. Geometric
features are also better preserved with smaller target edge variance.

TABLE 6
Hausdorff distance comparison among the result meshes of different

methods. The numbers in parentheses for Delaunay Refinement
represent the changes in the number of model components. Since the
other two methods are designed to preserve topology, we omit the zero

changes for them.

Delaunay Refinement MAD Ours

Spine 13.29 (+1) 12.23 6.51
Teeth 12.62 (-10) 11.58 5.11
Chest 74.02 (-55) NA 18.83

Kidney 26.68 (-19) NA 5.55
Mito NA NA 36.15

key components enabling this quality is a mesh simplifi-
cation approach with topological filtering and mixed error
metric for edge collapse, local edge length variance con-
trol, as well as iterations of CODT optimization to quickly
boost the mesh quality. We have demonstrated the practical
effectiveness of our method on several challenging real-
world datasets, for which we obtain much more compact
but faithful geometric representations suitable for further
applications.
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